Evaluating the impacts of climate change on diurnal wind power cycles using multiple regional climate models
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Electrical utility system operators must plan resources so that electricity supply matches demand throughout the day. As the proportion of wind-generated electricity in the US grows, changes in daily wind patterns have the potential either to disrupt the utility or increase the value of wind to the system over time. Wind power projects are designed to last many years, so at this timescale, climate change may become an influential factor on wind patterns. We examine the potential effects of climate change on the average diurnal power production cycles at 12 locations in North America by analyzing averaged and individual output from nine high-resolution regional climate models comprising historical (1971–1999) and future (2041–2069) periods. A semi-parametric mixed model is fit using cubic B-splines, and model diagnostics are checked. Then, a likelihood ratio test is applied to test for differences between the time periods in the seasonal daily averaged cycles, and agreement among the individual regional climate models is assessed. We investigate the significant changes by combining boxplots with a differencing approach and identify broad categories of changes in the amplitude, shape, and position of the average daily cycles. We then discuss the potential impact of these changes on wind power production.

1. INTRODUCTION

Wind-generated electricity is a promising source of energy with increasingly widespread installation. As of June 2014, the United States’ wind power capacity stood at 61,946 megawatts (MW) with over 46,300 wind turbines (American Wind Energy Association 2014). But wind power’s near-term growth may be more impressive still. The US Department of Energy (DoE) has projected that 20% of the US electricity demand could be met with wind by 2030 (DoE 2008).

Many current wind power projects and those under development should remain operational well beyond that time (Pryor and Barthelmie 2011). These projects will supply meteorologically derived energy throughout a period of ongoing climatic evolution, which has prompted a great deal of research. Pryor and Barthelmie (2010) reviewed much of the literature up until 2010, and at that time, they found very little evidence to suggest any detectable change in the wind resource. However, they conclude that more research is certainly warranted. Mixed results on the effects of climate change on wind speed patterns have also been reported in various regional studies (Pryor \textit{et al.} 2005a; Pryor \textit{et al.} 2005b; Pryor \textit{et al.} 2005c; Pryor \textit{et al.} 2012b; Najac \textit{et al.} 2009; Nolan \textit{et al.} 2012; Pryor and Barthelmie 2011; Pryor \textit{et al.} 2009; Breslow and Sailor 2002; Segal \textit{et al.} 2001; Sailor \textit{et al.} 2008).

In this work, we seek to extend these prior results in three substantial ways. First, we use nine regional climate models (RCMs) from the North American Regional Climate Change Assessment Program (NARCCAP) (Mearns \textit{et al.} 2011) to obtain greater specificity for the region and greater precision in the results across multiple models. Second, we analyze the impact of climate change on the diurnal cycle of wind, which will have a great impact on wind energy integration as the proportion of wind energy in utility portfolios grows in the future. Finally, we develop a novel statistical approach that accounts for the periodic nature of the daily functional cycles, and we adjust our results to control the false discovery rate, making them robust to erroneous rejections of the null hypothesis. With these extensions, we seek to...
investigate the following questions regarding future wind-power capabilities: (1) will average power generation diurnal cycles at twelve specific wind-energy locations change significantly due to climate change; and (2) what types and magnitudes of changes are expected?

In the next section, we review the current literature on climate change projections for the wind resource in terms of models used and quantities evaluated. We also review and discuss the literature on the ability of the NARCCAP RCMs to reproduce historical wind climates and diurnal wind patterns. In Section 3, we describe the RCM data and present the general semi-parametric mixed model and likelihood ratio test that can be used to test for changes in projected wind power cycles. Section 4 presents our results, and we conclude in Section 5 with a discussion of the results’ implications and limitations.

2. LITERATURE REVIEW

In previous work, wind speed projections from global general circulation models have been statistically downscaled in order to obtain data with a sufficiently high-resolution for the research questions at hand (Pryor et al., 2005a, 2005b; Najac et al., 2009; Sailor et al., 2008). But regional climate models nested within general circulation models can be run at even finer spatial resolutions, yielding sharper analyses of local effects. Of those studies that do use RCMs, most rely on data from one or two nestings (Nolan et al., 2012; Segal et al., 2001; Pryor et al., 2005c; Pryor et al., 2009; Pryor et al., 2012b). Comparing the observed wind climate with that produced by climate models is inherently difficult due to a lack of spatial and temporally dense reference wind observations, but recently, Pryor et al. (2012a) compared the NARCCAP RCM winds at 10 m above ground level with the North American Regional Reanalysis (Mesinger, 2006). They found that winds in all of the RCMs were positively biased relative to the North American Regional Reanalysis, but no one RCM could be considered “uniformly best.” They suggest that in any analysis, a full suite of climate models should be considered, as we do here.

Previous analyses have also primarily examined climate change impacts on summary statistics of wind speed distributions (Pryor et al., 2005a, 2005b, 2005c; Najac et al., 2009; Nolan et al., 2012; Pryor et al., 2009; Breslow and Sailor 2002; Segal et al., 2001; Sailor et al., 2008), aggregate measures of “wind resource” (Pryor et al., 2005c; Clifton and Lundquist, 2012), or the frequency of extreme wind events (Pryor et al., 2005c; Pryor et al., 2012b). While still important, these studies may overlook changes in wind behavior that can strongly impact wind power projects. For example, even if the mean wind speed is projected to remain constant, transformations of daily, periodic wind patterns may either reduce or increase the value of wind at a given location (Peterson et al., 1998). A favorable wind resource is one that is not only strong but that also aligns well with electricity demand or load. Because no economically viable means of storing wind energy exists (Genton and Hering, 2007), wind energy is distributed as it is generated. If high winds occur consistently during peak loads, grid operators can reduce their reliance on expensive “on demand” generators (Diakov and Short, 2011). Alternatively, if high winds peak at night when the load is low, wind power may need to be curtailed, resulting in wasted generation opportunities. Thus, a horizontal shift in the diurnal power cycle does not change the mean wind power, but the value of the wind may increase if the cycle more closely matches the load.

Although Pryor et al. (2012a) found that the NARCCAP RCMs possess mixed skill in simulating historical wind climatology, our focus on significant differences between current and future diurnal power cycles, rather than on absolute quantities, results in the cancellation of any uniform model biases (such as a model that uniformly simulates winds that are too high or too low). Moreover, the performance of RCMs in reproducing historical climate is not necessarily an indicator that the future runs of RCMs lack skill in detecting changes in climate (Santer, 2009; Knutti et al., 2010). Notably, other work has shown a correlation between diurnal wind speed patterns and vertical temperature profile (He et al., 2013), as well as a consistency between the diurnal speeds and temperature fluctuations in RCM simulations (Zhang and Zheng, 2004).

Thus, we define our primary variable of interest to be the diurnal wind power cycle. Many studies have documented the presence of diurnal cycles in wind (Brown et al., 1984; Zhang and Zheng, 2004; Gneiting et al., 2006; Hering and Genton, 2010; He et al., 2013). The relationship between wind speed and power production depends on the wind turbine model and is not a deterministic transformation (Pinson et al., 2008; Jeon and Taylor, 2012; Lee et al., 2015a). However, given that we are interested in long-term average diurnal behaviors, we
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**Figure 1.** Power output functions. Left: power transformation curves for the Siemens SWT 3.6 MW 120, Vestas V90 3.0 MW, and Vestas V100 2.6 MW wind turbines. Right: 29 diurnal power curves plotted with the estimated diurnal cycle for the Texas site using the 3.0 MW turbine power transformation. The hour of the day is plotted along the horizontal axis, and the power output is plotted along the vertical axis. Also overlaid is an example of a diurnal load cycle.
assume that this is a smooth relationship. Power generally increases with the cube of wind speed until it reaches the rated capacity of the turbine, as illustrated in the left panel of Figure 1. The power output then remains constant and shuts down when winds become high enough to damage the turbine.

A diurnal power production curve is obtained by plotting power against hour of the day. Here and throughout, time is represented on a 24-h scale with hour 25 corresponding to the following day’s 1:00 AM. When daily variability in power production exhibits a cyclical pattern, multiple days’ curves can be averaged into a central curve to represent the diurnal cycle of power production. The right panel of Figure 1 displays 29 daily power curves smoothed into a single diurnal power cycle and a typical average diurnal load cycle for the state of Texas (ERCOT 2013). Although the turbine output cycle and the load cycle are plotted on different scales, the graph illustrates that generated power is currently more valuable in late morning through the evening hours when demand is high. In the future, load cycles may differ because of changing electricity usage patterns, such as an increase in the number of electric vehicles plugged in overnight or a widespread redefinition of the weekly work schedule, but the current load data illustrates the importance of the relationship between wind power supply and load.

3. DATA AND METHODS

3.1 Data

The North American Regional Climate Change Assessment Program nests six RCMs within four atmosphere–ocean general circulation models in a fractional factorial design to produce 12 catalogs of climate data (Mearns et al. 2011). Each of these 12 data catalogs is produced on roughly the same spatial domain (most of the land area in North America and some of the surrounding ocean) with approximately 50 × 50 km-grid resolution. The time domain consists of the years 1971–2000 (“historical projections”) and 2041–2070 (“future projections”), and the temporal resolution for the meridional and zonal wind components is a 3-h interval. Atmospheric conditions for the historical set of years use historic greenhouse gas emissions, while the future runs of each RCM are based on the A2 emissions scenario (Nakicenovic and Swart, 2000). Developed by the Intergovernmental Panel on Climate Change, this scenario depicts a relatively strong surface warming trend so that the climate change signal will be clear in future projections.

The North American Regional Climate Change Assessment Program notation typesets a model’s atmosphere–ocean general circulation model in uppercase and its RCM in lowercase. The nine data catalogs that we use are those that were published and complete at the time of this research. They are the following: RCM3cgcm3 model, CRCMgcsm3 model, HRM3hadcm3 model, WRFGgcsm3 model, WRFGccsm model, MM5Iccsm model, HRM3gfdl model, CRCMccsm model, and RCM3gfdl model. Exploratory data analysis revealed that three catalogs provide fewer than 60 years of data; we therefore trimmed all the catalogs’ data to 58 years for consistency. Thus, the temporal domains of the data are 1971–1999 and 2041–2069.

These models report u (east–west) and v (north–south) wind components at 10 m above ground level, which we convert to wind speed. Typical wind turbine hubs range in height from 30 to 120 m, but common utility-grade turbines are 80 m. Wind speed has therefore been transformed to an 80 m height using a standard logarithmic transformation with a roughness length of 0.01, which is common in regions with historic green-house gas emissions, while the future runs of each RCM are based on the A2 emissions scenario (Nakicenovic and Swart, 2000). Developed by the Intergovernmental Panel on Climate Change, this scenario depicts a relatively strong surface warming trend so that the climate change signal will be clear in future projections.

The North American Regional Climate Change Assessment Program notation typesets a model’s atmosphere–ocean general circulation model in uppercase and its RCM in lowercase. The nine data catalogs that we use are those that were published and complete at the time of this research. They are the following: RCM3cgcm3 model, CRCMgcsm3 model, HRM3hadcm3 model, WRFGgcsm3 model, WRFGccsm model, MM5Iccsm model, HRM3gfdl model, CRCMccsm model, and RCM3gfdl model. Exploratory data analysis revealed that three catalogs provide fewer than 60 years of data; we therefore trimmed all the catalogs’ data to 58 years for consistency. Thus, the temporal domains of the data are 1971–1999 and 2041–2069.

These models report u (east–west) and v (north–south) wind components at 10 m above ground level, which we convert to wind speed. Typical wind turbine hubs range in height from 30 to 120 m, but common utility-grade turbines are 80 m. Wind speed has therefore been transformed to an 80 m height using a standard logarithmic transformation with a roughness length of 0.01, which is common in regions with wind projects (Archer and Jacobson, 2003; Yoder et al., 2014). Pérez et al. (2005) showed that wind profiles may depend on daily and seasonal cycles, but Yoder et al. (2014) found very little effect of the type of transformation and roughness coefficient on forecasting wind power for a short-term horizon. Thus, this transformation should yield a reasonable depiction of 80 m wind speeds for comparing current and future projections.

Twelve locations in North America are selected on the basis of being important wind-energy sites (currently, prospectively, or both) and being well distributed across the spatial domain. These sites are listed in Table 1 and are labeled in the upper-left panel of Figure 2. Because both existing and proposed wind developments may benefit from an analysis of the expected impact of climate change on their diurnal power cycles, eight of the 12 sites that we use already have large-scale wind-generation facilities. The other four (NL, BC, TN, and

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Location name</th>
<th>Planned</th>
<th>Construction</th>
<th>Operational</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>La Rumorosa, Baja, Mexico</td>
<td>—</td>
<td>—</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>TN</td>
<td>Oak Ridge, Tennessee</td>
<td>—</td>
<td>—</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>WY</td>
<td>Rawlins, Wyoming</td>
<td>—</td>
<td>—</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>NL</td>
<td>Monterrey, Nuevo Leon, Mexico</td>
<td>—</td>
<td>161</td>
<td>—</td>
<td>161</td>
</tr>
<tr>
<td>TX</td>
<td>Mccamey, Texas</td>
<td>—</td>
<td>—</td>
<td>565</td>
<td>565</td>
</tr>
<tr>
<td>AB</td>
<td>Pincher Creek, Alberta, Canada</td>
<td>—</td>
<td>—</td>
<td>691</td>
<td>691</td>
</tr>
<tr>
<td>CA</td>
<td>Altamont, California</td>
<td>—</td>
<td>201</td>
<td>620</td>
<td>821</td>
</tr>
<tr>
<td>ON</td>
<td>Wolfe Island, Ontario, Canada</td>
<td>714</td>
<td>—</td>
<td>198</td>
<td>912</td>
</tr>
<tr>
<td>MN</td>
<td>Lake Benton, Minnesota</td>
<td>—</td>
<td>200</td>
<td>1268</td>
<td>1468</td>
</tr>
<tr>
<td>IL</td>
<td>Mendota, Illinois</td>
<td>—</td>
<td>105</td>
<td>1595</td>
<td>1700</td>
</tr>
<tr>
<td>MA</td>
<td>Cape Cod, Massachusetts</td>
<td>2208</td>
<td>—</td>
<td>3</td>
<td>2211</td>
</tr>
<tr>
<td>OR</td>
<td>Wasco, Oregon</td>
<td>—</td>
<td>845</td>
<td>1716</td>
<td>2561</td>
</tr>
</tbody>
</table>
WY) are locations where wind is a promising and prospective resource for power. Some of the sites are high profile: Altamont, CA, was one of the pioneering sites in wind energy development, and the proposed off-shore project at Cape Cod, MA, has received considerable media attention.

The 80 m wind speeds for the RCM grid boxes containing each of the 12 sites are converted into kilowatts of power using the power curves from one of three different turbines, depending on location: the Vestas V100 2.6 MW (Vestas Wind Systems A/S, Aarhus, Denmark) turbine, the Vesta V90 3.0 MW turbine, and the Siemens SWT 120 3.6 MW (Siemens Wind Power, Hamburg, Germany) turbine. Power curves for these turbines are shown in the left panel of Figure 1. The 2.6 MW power curve transform is applied to the relatively low-wind sites of TN, CA, and NL because of its lower cut-in speed. Wind speeds for the AB, TX, WY, BA, IL, MN, ON, and OR locations are transformed using the 3.0 MW power curve, a turbine typically used in high-wind locations. The 3.6 MW turbine is designed for off-shore use, and its power curve is applied to the MA wind speed data.

3.2. Models

The analyses are performed using yearly and ensemble-averaged seasonal data. More explicitly, we consider the data at location $h$ ($h$ in \{1, \ldots, 12\}) in catalog $i$ ($i$ in \{1, \ldots, 9\}). In year $j$ ($j$ in \{1, \ldots, 58\}), the $l$th-hour ($l$ in \{1, \ldots, 8\}) wind speed is averaged over all days in season $k$ ($k$ in \{1, \ldots, 4\}) to give a seasonal year-$j$, $l$th-hour mean speed. In this way, 29 curves for each of the historical and future data are formed. The vertical transformation and then the power transformation are applied, producing 58 diurnal power curves for each season, location, and catalog. The averaged-catalog data is produced by pooling and averaging the year-$j$, season-$k$ mean diurnal curves from the nine catalogs. Each power curve is constrained to begin and end at the same point by appending the day’s first value to the end of the curve, such that each of the final curves contain nine points.

To check for changes in diurnal power curves, we perform a hypothesis test on a subset of regression coefficients in a linear semi-parametric model. Not only does building a model provide a natural means for performing the hypothesis test, but it also provides the added advantages of making test assumptions simple to check and supplying parameter estimates for possible additional insight. The linear model is fit to the curves using cubic B-spline basis functions (Piegl and Tiller, 1995). B-splines are both flexible and parsimonious, and testing their coefficients is straightforward. For these reasons, we prefer B-splines for this analysis over fitting Fourier series, as is commonly performed with atmospheric variables (Collier and Bowman, 2004). We consider the 58 mean curves for location $h$ and season $k$. A linear model is created for the 29 historical curves (indicated with a subscript 1) using the form

$$y_1 = X_5 b_1 + Z_1 u_1 + e_1$$  \hspace{1cm} (1)
Here, $y_1 = (y_{1j})$ is the vector of all curves for the historical data sample, where $y_{1j}$ refers to the power from the $l$th time point in the $j$th year’s curve ($j = 1, \ldots, 29$, $l = 1, \ldots, 9$). $X_S$ is a matrix constructed using the basis functions of cubic B-splines (hence, the subscript $S$) with $d$ degrees of freedom. $X_{lm}$ is a block matrix formed by stacking the $9 \times d$ matrix $(X_{lm})$ 29 times over, where $X_{lm}$ refers to the $m$th element in the $l$th basis function (for $m = 1, \ldots, d$). The vector of coefficients is $b_1 = (b_{1m})$, where $b_{1m}$ refers to the $m$th spline coefficient. $Z_1$ is a design matrix that provides for a yearly random effect, constructed as a diagonal block matrix of the vector $1_9$ (a vector of nine 1’s). The $u_1 = (u_{1j})$ is a vector of random effects where $u_{1j}$ is the random effect in year $j$, and $e_1 = (e_{1j})$ is a vector of random errors, where $e_{1j}$ refers to the random error in the $l$th time point in the $j$th year’s curve. For each season and location, $d$ is set at the value in $\{4, \ldots, 9\}$ that maximizes the normality of the residuals. The entries of $X_S$ are generated by the “bs” function in the “splines” package in R. This package implements cubic spline recursion formulas found in Chambers and Hastie (1992).

The random effect term, $Z_1 u_1$, is added to the model both for contextual and statistical reasons; we might well expect the climate models to allow some years to be “windier” than others or to evidence a “year effect.” $Z_1$ allows each annual mean curve to randomly shift in a uniform manner, where the random vector, $u_1$, represents 29 independent draws from a normal distribution with mean 0 and variance $\sigma_u^2$. Thus, by modeling yearly effects, the term $Z_1 u_1$ reduces the correlation between errors within the same year. We then assume that the $e_1$ values are independent draws from a normal distribution with mean 0 and variance $\sigma^2$. The right panel of Figure 1 illustrates an example of $y_1$, the 29 gray curves, and $X_S b_1$, the solid curve.

The quantities $y_2$, $b_2$, $e_2$, $Z_2$, and $u_2$ are defined analogously for the future data sample. Equation (1) is extended to include both the 29 historical and the 29 future mean curves with the model:

$$y_2 = X_S b_1 + X_S b_2 + Z_2 u_2 + e_2$$

In this form, it is clear that the mean structure for the historical data sample is $X_S b_1$, and it is $X_S b_1 + X_S b_2$ for the future data sample. If $b_2 = 0$, then there is no difference between the means of the historical and future populations; if $b_2 \neq 0$, then an adjustment is needed to fit future curves beyond what is used to fit the historical curves.

### 3.3. Tests

A likelihood ratio test is used to test the null hypothesis that $b_2 = 0$. The test statistic, $W$, is the ratio of the likelihood function of the data maximized over the constrained parameter space ($b_2 = 0$) to the likelihood maximized over an unconstrained parameter space. The maximization is performed numerically. Under the null hypothesis and certain assumptions on the errors (described in the next discussions), $-2\log W$ is approximately $\chi^2_d$ distributed, where $d$ is the degrees of freedom of the basis functions in $X_S$.

A separate model is fit, and the test is performed at each of the 12 locations for each of four seasons, resulting in 48 tests. To control the false discovery rate, we use a method described by Benjamini and Yekutieli (2001) that accounts for the dependency among tests. First, we let $q$ be the desired false discovery rate. The $p$-values of the 48 tests are ordered as $p_{(1)} \leq p_{(2)} \leq \cdots \leq p_{(48)}$. Then, letting

$$k = \max \left\{ i : p_{(i)} \leq \frac{i q}{48 \sum_{j=1}^{48} \frac{1}{j}} \right\}$$

we reject all null hypotheses corresponding to $p$-values that are less than or equal to $p_{(k)}$, that is, $\{ p_{(1)}, p_{(2)}, \ldots, p_{(k-1)}, p_{(k)} \}$. This controls the expected value of the false discovery rate to be less than or equal to $q$.

The likelihood functions used to compute the test statistic, $W$, are derived under the assumption that the errors have a normal $(0, \sigma^2 I)$ distribution and that the random effects are independent of the errors and have a normal $(0, \sigma_u^2 I)$ distribution. The residuals of this model are defined as

$$\hat{e} = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} - \begin{bmatrix} X_S & 0 \\ X_S & X_S \end{bmatrix} \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} - \begin{bmatrix} Z_1 & 0 \\ 0 & Z_2 \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \end{bmatrix}$$

The assumption of normality is checked on $\hat{e}$ and $\hat{u} = [\hat{u}_1 \hat{u}_2]^T$ using the Shapiro–Wilk test (Shapiro and Wilk, 1965). Those residuals whose $p$-values are greater than 0.05 or 0.01 exhibit “strong” or “moderate” adherence to normality, respectively. Homoscedasticity and independence for $\hat{e}$ are checked visually with boxplots. The residuals are first classified by hour-of-day for separate boxes in the plot and then by year-in-sample. Homoscedasticity for $\hat{u}$ is checked using a dot plot that uses the year-in-sample as an index. Independence is validated using the Wald–Wolfowitz runs test (Wald and Wolfowitz, 1940).

The parameters $\sigma_u^2$ and $\sigma^2$ for each season–location model are the variance of the annual random effects and errors, respectively. An estimate of $\sigma^2$ that greatly exceeds $\sigma_u^2$ would indicate that random noise dominates the yearly random effect in the diurnal curves, making a random effect term less important. In addition, if each season–location’s fitted model produces estimates of $\sigma_u^2$ and $\sigma^2$ that are approximately equal to those of all other season–locations, then this similarity might argue in favor of a model that assumes each season-location's errors and random effects are drawn from a common distribution. However, by fitting Equation (1) to each combination of season and location individually, we allow not only the diurnal cycles to differ but also the variability in the second-order behavior of random effects and random noise to change. With wind data, this is generally warranted because an increase in the mean wind tends to correspond with an increase in variability. Both $\hat{\sigma}_u^2$ and $\hat{\sigma}^2$ are estimated using maximum likelihood estimation with a constraint to ensure non-negative estimates.
4. RESULTS

The hypothesis test described in the previous discussion tests for a significant change in the diurnal power cycles between the historical and future samples, each of which is averaged over nine regional climate models. Figure 2 displays the results of the tests for each season. Each location’s plotted symbol depicts a disc surrounded by a segmented ring. The disc is shaded proportionally to the smallest false discovery rate (an increased likelihood of detecting significance simply by random chance), \( q \), at which the test based on the averaged RCMs is significant. The values of \( q \) given in the legend correspond to the \( q \) in Equation (2), and even when controlling for multiple testing, 77% of the tests are statistically significant at \( q = 0.05 \). The results are most dramatic for the summer season (11/12 significant), followed by fall, spring, and winter with 10, 9, and 7 significant results, respectively. Only TX and NL show significant differences in every season, but these differences are not consistent across seasons. For example, in NL (summer), the power cycle is expected to shift upward with respect to the historical climate, but in spring, the amplitude of the average power cycle increases.

The outer ring of each symbol is divided into nine segments corresponding to the RCMs, where their order follows that of the RCM names listed in Section 3.1, starting at the “1 o’clock” position and continuing clockwise. Just like the inner disc, each segment is shaded proportionally to its level of significance when the model is fit and hypothesis test performed using only the data from one RCM. The purpose of this is to indicate the diversity of test results produced by the various RCMs and illustrate the similarity of the averaged-catalog test result to those of the individual models. The results demonstrate that consensus among all of the individual RCMs is rare. In some cases, averaged-catalog tests that are significant at moderate values of \( q \), like 0.05, appear to reflect a compromise between strongly significant RCM tests and wholly insignificant ones, as with ON (autumn) and TX (spring). It can also be seen that significant test results in different seasons and locations are frequently influenced by the same small number of RCMs. Take, for example, the region at the “9 o’clock” position of the ring, which is significant at \( q = 0.001 \) for every single test. This region corresponds to the “HRM3gfdl” RCM, which largely outputs wind speeds lower than those of the other RCMs. However, this one significant test result does not overcome all of the others as evidenced by the non-significant test results of the averaged catalogs for MN (winter), IL (winter), WY (spring), and so on.

Figure 3 displays a sample of plots that are used to check the likelihood ratio test assumptions for the averaged-catalog tests at a specific season–location: MA (summer). The upper two plots show normal probability plots for all values of \( \hat{u} \) (left) and \( \hat{e} \) (right). In both plots, the assumption of normality is reasonably justified. The bottom-left plot displays boxplots for the values of \( \hat{e} \) across the diurnal curve wherein it is evident that the variances of the errors are reasonably alike at each time of day. The full model diagnostics described in Section 3 were performed for each model’s residuals from the averaged-catalog fit, resulting in our finding that seven models strongly adhere to all the assumptions and seven of them moderately adhere, while the remaining 34 contain some discrepancies to at least one assumption. The bottom-right plot shows the distributions of the values of \( \hat{\sigma}_u \) and \( \hat{\sigma} \) from all 48 fitted models. The variability in these distributions indicates
Figure 4. Mean differenced boxplots for the 14 averaged-catalog season–location tests whose result is significant at $q = 0.001$ and whose relevant assumptions are strongly or moderately satisfied. The top two rows consist of season–location sites where the mean diurnal cycle shifts vertically. The next two rows of season–locations indicate a change in amplitude in the mean diurnal cycle. The final row consists of more complicated changes. Asterisks indicate season–location tests for which the assumptions are strongly validated. Overlaid curves are the averaged diurnal historical cycle (solid line) and future cycle (dashed line).
that the variance components \( \sigma_q^2 \) and \( \sigma_u^2 \) are distinct for the different seasons and locations, as anticipated. Also, although the distribution of \( \hat{\sigma}_Q \) is concentrated at lower values than that of \( \hat{\sigma} \), it is evident from the distribution’s positive values that including the yearly random effect term in the models is generally warranted. A possible example of an uncommonly strong yearly random effect is shown by the low, outlying points in the plot of ON (spring) in Figure 4.

Although the hypothesis test we use is robust to moderate departures from its underlying assumptions in the likelihood ratio test (particularly normality), we focus the remainder of our presentation on the 14 averaged-catalog season–locations that display either strong or moderate adherence to all of the assumptions, each of which also happens to be significant at \( q = 0.001 \). These illustrate the typical differences observed between historical and future cycles. To examine these differences, a 70-year-d differenced curve is created by subtracting the mean curve in 1971 (pointwise) from the mean curve in 2041. The same is performed for the remaining 28 pairs of curves, creating a sample of 29 differenced curves. A boxplot of the differences for each hour of the day is plotted in Figure 4, along with the historical and future fitted B-spline diurnal cycles, shifted such that they overlay the boxplots. Note that when the historical fitted B-spline is above the future fitted B-spline, then the differenced boxplots tend to be below zero, and conversely, they tend to be above zero when the future curve is projected to increase over the historical climate. It is clear that for the season–location tests in Figure 4, the boxplots vary both in center and spread over the course of the day.

Table 2 classifies the observed changes in Figure 4 into three broad groups and reports the mean difference between the fitted splines and its standard error. We note that the mean differences summarize the average change in power across the entire diurnal cycle for one turbine. When scaled to a wind farm with tens or hundreds of turbines and accumulated over time, even small changes at the turbine level can equate to large losses or gains in power. For example, if ON has 3 MW turbines installed, then 304 turbines are required to reach its installation level of 912 MW. This would equate to an average spring increase of 304 \( \times \) 7 = 2,128 MW and an average decrease of 304 \( \times \) 40 = 12,160 MW in the summer. It should be noted that these figures are calculated by using the power functions of modern turbines, which may not reflect any improvements in the power conversion efficiency of new or upgraded turbines in the future (Lee et al., 2015b).

The first two rows of Figure 4 correspond to Group 1, those season–location sites that demonstrate a nearly uniform shift in the projection curves, leading to higher or lower overall electricity production. TX in winter loses the greatest average number of watts, although the summer loss in MA may have a greater impact on the utility because electric loads are higher in the summer. The third and fourth rows of curves correspond to Group 2, those season–location sites whose projected cycles change in amplitude with higher peaks and lower troughs as in TX (autumn) or with lower peaks and higher troughs as in MN (autumn, spring). The expected change in the NL (spring) cycle is one of the best-case scenarios; not only does the amplitude of the projected cycle increase, but its peak occurs during the midday hours, which coincides with high loads.

The last row of Figure 4 displays more complex cases. In TX (spring), wind power cycles are expected to increase, which would generally be considered favorable, but the increases are more pronounced late at night when demand is low. Thus, curtailment of power developments may be necessary if more power is produced than can be distributed. The ON (summer) curve generally shows a downward shift, but the shift is not as great in the evening hours as it is the rest of the day. Finally, the average daily peak in power produced in ON (autumn) is projected to shift from the afternoon to the evening, but combined with an overall downward shift, this change is not likely to disrupt utility scheduling.

### Table 2. Classification of the season–location tests from Figure 4 into groups that characterize the type of change observed in the mean diurnal cycles

<table>
<thead>
<tr>
<th>Group</th>
<th>Change</th>
<th>Season–location</th>
<th>Direction</th>
<th>Mean difference (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Vertical shift</td>
<td>AB (winter)</td>
<td>Downward</td>
<td>−46 (27)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WY (autumn)</td>
<td>Downward</td>
<td>−37 (25)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WY (winter)</td>
<td>Downward</td>
<td>−136 (43)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NL (summer)</td>
<td>Upward</td>
<td>54 (9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MA (summer)</td>
<td>Downward</td>
<td>−100 (17)</td>
</tr>
<tr>
<td>2</td>
<td>Amplitude change</td>
<td>TX (autumn)</td>
<td>Increase</td>
<td>10 (10)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NL (spring)</td>
<td>Increase</td>
<td>33 (6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MN (autumn)</td>
<td>Decrease</td>
<td>−12 (15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MN (spring)</td>
<td>Decrease</td>
<td>−1 (20)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IL (summer)</td>
<td>Decrease</td>
<td>0 (8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ON (spring)</td>
<td>Decrease</td>
<td>7 (14)</td>
</tr>
<tr>
<td>3</td>
<td>Other changes</td>
<td>TX (spring)</td>
<td>Partial upward shift</td>
<td>66 (13)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ON (summer)</td>
<td>Partial downward shift</td>
<td>−40 (5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ON (autumn)</td>
<td>Rightward/downward shift</td>
<td>−39 (12)</td>
</tr>
</tbody>
</table>

The mean difference between the future and historical diurnal cycles is given with its estimated standard error.
5. DISCUSSION

To achieve the DoE estimates of meeting the 20% renewable goal by 2030, “US wind power capacity would have to reach more than 300 gigawatts (GW)” (DoE 2008). Consequently, wind energy capacity in the US would need to increase fivefold over a period of 16 years. Even though the DoE’s estimates do not represent binding legislation, they demonstrate the nation’s growing interest in wind power development. Such projects may operate well into the time frame of the NARCCAP projections. Countries like Denmark, Spain, and the UK already meet 30%, 18.1%, and 11.3% of their energy needs with wind power, respectively, and at such penetrations, the diurnal cycle of wind becomes very important. Thus, projected changes in wind power could have strong implications in the near term for siting new wind power developments (Chou and Corotis, 1981), maintaining existing developments, planning new electrical infrastructure, and investing in other renewable technologies. Furthermore, a projected adjustment in a location’s diurnal cycle could have important implications for the creation of short-term statistical wind forecast models (Hering and Genton, 2010; Zhu and Genton, 2012; Pinson, 2013), which are necessary for utility system integration.

Our rigorous testing framework could be applied to any site of interest and could easily be integrated into wind resource assessment studies. Instead of counting the number of RCMs whose output is consistent with a particular hypothesis to assess the likelihood of a climate change, as in Pryor et al. (2012a), we have developed a statistical hypothesis test that combines information from all of the RCMs, incorporates the periodic nature of daily power curves, and controls for the Type I error when testing many sites and locations. The wide diversity of test results illustrated by the hypothesis test results on the individual RCMs and the consistent bias of certain RCMs toward significant or insignificant results supports the rationale to use a central summary of the whole ensemble of RCMs to produce more balanced results.

Although we have taken a simple average of their diurnal curves, it may be reasonable to develop a weighting system in future analysis that weights each RCM based on each one’s ability to replicate wind climatology. Alternatively, the diversity in individual RCM test results may indicate the need to use a more robust central summary, such as a median diurnal curve, to allay the influence of possibly outlying curves.

This analysis may also be extended by accounting for the distribution of wind speed at each hour. Doing so would provide a distribution on diurnal cycles, rather than just the mean diurnal cycles employed here. In addition, performing the analysis with updated models that have higher temporal or spatial resolution or a larger suite of RCMs, such as CMIP5 (Taylor et al., 2012), may yield even better results. Adapting this method to evaluate projected changes in diurnal cycles for an entire region and for different proportions of wind-generated electricity would also be informative for long-range utility planning (Marquis et al., 2011).

In closing, we have demonstrated that different sites may expect different types of climate change impacts on their diurnal power cycles. These changes must be evaluated in conjunction with the electrical load. When increases in wind power are projected to correspond with high electric loads, the value of the wind increases. Alternatively, if power cycles are not projected to align well with loads, utilities may need strategies for handling excess electricity production, especially as the penetration of wind in a utility increases. A thorough comparison of power production cycles to load cycles assumes a knowledge of other important factors such as how electrical load cycles will change in the future, how turbine technology will improve, and how many new turbines will be installed. These areas need further study, and we make no attempt to calculate the actual value of changes to power production cycles. However, the present analysis establishes that such changes are likely to occur, and these time-dependent adjustments will affect power producers and consumers in a more complex way than what has previously been shown.
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